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Abstract: Web service security is a challenging area in SOA environment. Quality of Service represents an important issue which is often considered when selecting and composing services. In this paper, we explore that the quality of the page delivery should play an important role in the page ranking process, especially for users with a slow Internet connection or mobile users. We define several important quality attributes and explain how we rank the web page based on these attributes. Simulation experiments demonstrate that proposed framework with QoS for service selection and ranking can satisfy service consumers non-functional information requirements and achieve better web service selection effectiveness.
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1. Introduction

The quality of a web page can have a few meanings, such as the quality of its content (e.g. authority), or the quality of its delivery. Many of today’s search engines use the content quality to rank a web page, whereas few of them use the delivery quality in the ranking process. An example of the delivery quality is the response time. If the network is fast and the hosting web site is fast, response time is not a concern at all. But if the hosting web site is very slow or the Internet user has a very slow connection, then it could be an issue. For instance, if two pages have similar content, page A has a smaller response time than page B, definitely users would prefer A than B if the difference is obvious.

In this paper, we propose a Quality of Service (QoS) based ranking algorithm for the web search. We define two types of QoS attributes, one is performance related, and the other is personal preference related. The basic idea is that if two pages are both relevant to a query with the same degree of relevancy, the page with a higher performance will be ranked higher than the other page.

In the experiment, in order to evaluate our proposed algorithm, we implemented it in a meta search engine. We built the meta search engine based on three most popular search engines – Google, Yahoo and MSN, and then combined them with QoS based ranking. The experiment results show the obvious quality improvement in the top 10 results. We also compared several combination methods, and found that the QoS-based re-ranking algorithm achieves the largest increase on the QoS values of the top 10 results.

The rest of the paper is organized as follows. Section 2 reviews the related works. Section 3 defines the search-related quality attributes. Section 4 describes how to combine QoS attributes in the ranking procedure. Section 5 explains the experiment design and the results. We conclude the paper in section 6.

2. Related works

There are two types of meta search algorithms. One is called the rank aggregation algorithm [1] [8] and the other is the score combination algorithm [3] [5].

Borda-fuse [1] and Condorcet-fuse [8] are two commonly used rank aggregation algorithms. Both of them were proposed to solve the problem of voting. In Borda-fuse, points are given to each page based on its rank. It is a very simple procedure, but it has been proven to be both efficient and effective. In Condorcet-fuse, the winner should win (or ties in) every possible pair-wise majority contest. By going through all pages in the result set and assigning them points based on pair-wise comparisons, a ranked order is obtained. For both methods, a weight can be assigned to each search engine based on its average precision.

The most commonly used score combination model is the linear combination model. Fox and Shaw [5] tested five methods and found that CombSUM performs the best. Bartell et al [3] added scalars derived from numerical optimization techniques in the linear model. There are also some algorithms proposed [2] to estimate the score based on the rank, such as by a linear mapping.

QoS has been an active research topic in several areas. Our review focuses on the web service area because how they use QoS in web services is similar to how we can use QoS for web search. In [9], Ran described a list of QoS attributes and how they can be used in web service discovery. We define our search-related QoS attributes based on this list.

There are a limited number of papers studying how to use the QoS information in IR systems, and they mainly use it in digital libraries or other distributed information systems. Kapidakis et al [7] provided the resource allocation and the distributed searching based on QoS attributes, such as the server/network load and reliability. They focused on how to provision, monitor and manage QoS in such an environment.

3. QoS attributes related to page ranking

There are many QoS attributes that have been proposed in the communication area or web service area, but not all of them are applicable to the web search. Based on our observation on the average user behavior in the web searching process, we identify a list of QoS attributes that we believe are quite relevant to the web search and categorize them into three types – content-related, performance-related, and preference-related [4]. Very few search engines consider the second type and the performance related third type, which indeed is the focus of this paper. We choose several most important and representative quality attributes, including reliability, response time (type 2), file size, the number of embedded multimedia objects, and the data freshness (type 3). Our system framework would be flexible and extensible enough so as to easily include new QoS attributes and adjust the granularity of the attributes. Below we give a definition for each of them and explain how we measure and calculate them.
Reliability – it measures how reliable a web site is and whether it could deliver a page without error. It is defined as the percentage of successful delivery among all the requests to this page. In order to measure it, we make a number of requests to the same web page during different time of a day and different days of a week. Each time, if the HTTP response code is 2** [6], it is considered as a successful delivery, or otherwise, it means a failure.

Response time – it measures how soon a user can see the web page after a request is submitted to the web server. It is defined as the time difference between the time when a user sends a request and the time when the user receives the response. Since the network speed is not a constant number and the web server is not in the same state all the time because of the change of the incoming traffic and the internal status of the server itself, the response time may vary for the same page when it is accessed at different times. In order to more accurately measure the response time, we submit the request to the same page several times, and get the average value.

File size – it measures the size of the web page excluding all the embedded objects. It can be obtained from the HTTP header or by downloading the page.

Media richness – it measures the number of embedded multimedia objects within a web page.

Data freshness – it measures how fresh the web page is. A recently updated page is fresher than a page that was created years ago. It is defined as the time difference between the last modified date and the page access time. If the last modified date is not specified for a page, a predefined value will be used. For the freshness, we also send the same request several times to calculate the average value, and in this way, we could more accurately measure a frequently updated or newly updated page.

For mobile users or users with slow Internet connections, the first four QoS attributes are especially important. The first two directly affect the satisfaction level of their Internet experiences, and the latter two determine the cost of their Internet access. For this particular type of users, we assume that they prefer a smaller file size and a smaller number of multimedia objects. The freshness attribute is more for general Internet users.

4. Combining QoS attributes in ranking

After we define the search-related QoS attributes, we need to decide how we can integrate them into the ranking procedure. In this study, we build a meta search engine, and then use QoS attributes to re-rank the search results.

There are three ways to re-rank the original search results. The first one is to simply re-rank the search results from the meta search engine based on all the QoS attributes. The second way is to rank the pages based on QoS attributes and then do the rank aggregation with the original rank from the meta search engine. And the third way is to calculate the QoS values for all the pages and then do the score combination with the meta search engine result.

4.1. QoS based re-ranking

The first step is to build the meta search engine. We choose the three most popular search engines – Google, Yahoo and MSN Live Search as the underlying search engines. Since only the rank information is available from each of these search engines, we choose Condorcet-fuse as the rank aggregation method for the meta search engine.

In the second step, for each page in top n positions, we calculate all five QoS attributes based on the previous definitions, and normalize the values to (0, 1) range using a simple normalization method. The reliability value is in (0, 1) range already, and thus we don’t do the normalization for this attribute. For the response time, because the page with a lower response time should be ranked higher, the normalization formula is as below:

\[
NQoS_{ij} = \frac{\text{Max}_j(QoS_{ij}) - QoS_{ij}}{\text{Max}_j(QoS_{ij}) - \text{Min}_j(QoS_{ij})}
\]

Where \(QoS_{ij}\) is the value of the \(i\)th QoS attribute for page \(i\), \(NQoS_{ij}\) is the normalized value of \(QoS_{ij}\), \(\text{Min}\) and \(\text{Max}\) are operations to get the minimum and maximum values. In the current system, \(j\) is a value from 1 to 5 because we have only 5 QoS attributes, and it could be expanded later.

For the other three attributes, because they are preference related, the page with a lower value could be ranked higher or lower depending on user’s preference. If we take media richness as an example, when a user prefers a lower value on media richness, the normalization formula is the same as the previous one, when a user prefers a higher value, we would use a different formula as shown below:

\[
NQoS_{ij} = \frac{QoS_{ij} - \text{Min}_j(QoS_{ij})}{\text{Max}_j(QoS_{ij}) - \text{Min}_j(QoS_{ij})}
\]

In the current experiment, we assume a lower value
is preferred on these three attributes. After the normalization step, we do the linear combination of the five normalized values, and each page would have an overall QoS value.

\[ QoS_i = \sum_j w_j \cdot NQoS_{ij} \]

Where \( QoS_i \) is the overall QoS value of page \( i \), and \( w_j \) is the weight of the \( j \)th QoS attribute. The value of this weight is between 0 to 1, 0 means that a user does not care about this QoS attribute, 1 means the QoS attribute is important to the user, any value in between could indicate the relative importance of the QoS attribute.

In this method, when a user submits a query to the meta search engine, it calculates the QoS values for the top \( n \) ranked pages, and then these \( n \) pages will be re-ranked based on their overall QoS values.

### 4.2. Rank aggregation with QoS attributes

Similar to the previous method, we also get the top \( n \) pages from the meta search engine and calculate the normalized five QoS values for each of them. Next step is different. We rank these \( n \) pages based on each QoS attribute, and afterwards we get five rankings. With the original ranking from the meta search engine, altogether we have six rankings. Based on users preferences, each QoS-based ranking has a weight, and we use the weighted Condorcet-fuse [8] to aggregate these six rankings.

### 4.3. Score combination with QoS attributes

In this method, we choose the linear combination. We don’t have the scores returned from the meta search engine, and thus, we convert the rank to the score using the linear mapping [2]. Then we could combine it with the other five QoS values,

\[ S_i = \alpha \cdot OS_i + \beta \cdot \sum_j w_j \cdot NQoS_{ij} \]

Where \( S_i \) is the score of page \( i \), \( OS_i \) is the converted score of page \( i \) from the original ranking, and \( \alpha \) and \( \beta \) are parameters to measure the weight of each part of the score. Currently, we set \( \alpha \) and \( \beta \) as 1, which means two parts of the score are equally important.

### 5. Experiment design and result analyses

We chose 36 queries as our query set [4]. We assume that the top 20 results are the most important pages for users and they would be viewed in most situations. Keeping this in mind, we only downloaded the top 20 pages from the meta search engine and calculated the QoS values for each of them. We believe that by re-ranking these 20 pages, we wouldn’t sacrifice the relevancy of the results too much and in the mean time we could improve QoS of the results.

In order to calculate the QoS value more accurately, we downloaded each page ten times and then we used the average value for each QoS attribute. After that, we tested the proposed three combination methods. The weight of the QoS attribute could be either 0 or 1 as we explained before. If we consider all the possible combinations of five weights, there are altogether 31 of them, without considering the all zero case. Therefore, for each query, each method, there are 31 groups of results.

Since the main purpose of our proposed algorithms is to improve QoS of the search results, we use the top 10 QoS improvement to measure the effectiveness of the algorithm. It is defined as the improvement on the average QoS value of the top 10 results,

\[ \Delta QoS = \frac{\text{Avg}_{i \in \text{Top10}}(QoS_i) - \text{Avg}_{i \in M-C} \cdot \text{M}(QoS_i)}{\text{Avg}_{i \in M-C} \cdot \text{M}(QoS_i)} \]

In the following figures, T1 means the QoS based re-ranking, T2 means the linear score combination, and T3 means the Condorcet-fuse rank aggregation.

Figure 1 shows the comparison of T1, T2 and T3. Besides the improvement on five individual QoS attributes, the overall QoS improvement is also displayed.

We could see that overall speaking, T1 is the best performing method regarding the improvement of overall QoS in the top 10 search results, and it is also consistently the best for all 5 attributes. T2 is the second best one, which is 18% worse than T1 and 28% better than T3. We could also see that there is a good improvement for all attributes except the reliability. The reason for its low improvement is that the original reliability is already very high, usually above 90%.
As we mentioned before, one of our target user groups is the mobile user and the user with slow Internet connections. For them, response time, file size and media richness are three most important QoS attributes. In Figure 2, we show the comparison when only three attributes are considered. If we only look at the overall QoS, T1 is still the best performing method, and T2 is slightly worse than T3. The main reason that T3 is better than T2 in this figure is that the freshness attribute is not included here. When the pages don’t have the last modified date information, a predefined value is assigned, which makes the calculation of the freshness value not accurate. In this case, it seems that the rank aggregation method performs better than the score combination method, and thus T3 performs better than T2.

6. Conclusions

In this paper, we defined five QoS attributes that are mainly performance related. By including them in the ranking procedure to re-rank the top positioned pages, users could have chance to see pages with a high delivery quality earlier than pages with a low quality, and thus it could improve users’ searching experiences. The experiment showed the promising results. And by comparing three algorithms of combining QoS attributes, the QoS based re-ranking algorithm achieved the best result.

There are several directions of works we would like to work in the future. For instance, we would like to test our algorithm on a wireless device such as a cell phone or PDA, and on Internet connections with different speed. We would also like to implement a user interface so that users can choose their own preferences on QoS attributes, and a user study on their satisfaction level can be done afterwards.
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