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Abstract— The study aimed to collect a group of breast cancer images as the first-ever special data set in Sudan.  The researcher has collected 1170 
breast cancer images from several hospitals in Sudan, namely, Khartoum Breast Care Center, Radiation & Isotope Hospital and Asia Hospital. The 

images were classified by radiology specialists at Radiation & Isotope Hospital and Amal National Hospitals using BI-RADS and given the named 

Samah mammography Dataset (SMDS) to help doctors in early detection and to reduce treatment cost. The researcher has Method (IDL, interactive 

data language) to process the images and the functions for segmentation and classification in addition to training, testing the dataset (SMDS) and 

reading the results which were 82.5% successful and accurate. GUI in IDL (interactive data language) was also used. This technique has helped the 

specialists detect and diagnose tumour accurately and led to greater treatment chances and lower cost of medication.  
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——————————      —————————— 

1 INTRODUCTION                                                                     

Breast cancer is a group of cancer cells (malignant tumor) that 
starts in the cells of the breast. The tumor is malignant 
(cancerous) if the cells grow into surrounding tissues or 
spread to distant areas of the body. Breast cancer occurs 
almost entirely among women compared with men who can 
also get breast cancer. 
Mammography is the process of using x-rays to examine the 
human breast for diagnosis and screening. Although it is 
widely used for early detection, but determining what type of 
tumor is still more challenging. 
In this paper, the researcher has adopted classification  system  
for processing the dataset.  To do so, Breast  Imaging 
Reporting  System  and  Data  System  (BI-RADS)  is used as 
shown in the figure below. 
 
Figure 1 - BI-RADS classification of breast tissue  

Benign Malignant 

Normal Suspicious 
 
 

Moreover, the study has used complementary technique for 
the diagnosis of breast cancer. This method has covered five 
stages of breast cancer detection using mammography, which 
solves many of the problems found otherwise. The study has 
also covered area where many methods and techniques can be 
successfully merged in order to obtain a useful result for 
human use.  These  include  scaling  of  the  image, removing 
small  objects, smoothing, extracting features,  ROI  extraction  
and  many  image processing  techniques. Medical Image 
Processing Techniques are  also used  to train  the system  to  
detect  cancer  according  to  the  dataset.  This combination of 
multiple techniques  can  solve problems related to detection 
of the breast cancer with a  high degree of  accuracy. Examples 
and comparisons are given to illustrate and test the validity of  
this method. 

2 STATEMENT OF THE PROBLEM 

 

One of the main problems of the treatment of breast cancer in 

Sudan is the difficulty of early detection and the lack of data 

set. Moreover, the breast of the Sudanese woman differs in 

both shape and density from that of their counterparts around 

the world.  

In Sudan, breast cancer is usually detected in late stages, when 

it has impairs the function of more vital organ systems and 

becomes widespread throughout the body. Early detection of 

diagnostic techniques is the focus of this study because they 

are of utmost importance. 

There are many differences between cancer cases, even of the 

same organ. Different cases of breast cancer, is one of the main 

https://www.cancer.org/cancer/breast-cancer-in-men.html
https://www.cancer.org/cancer/breast-cancer-in-men.html
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reasons that makes treatment so difficult. This is due to the 

fact that different physical, anatomical or physiological nature. 

Accurate diagnosis, nowadays, are supposed to be 

sophisticated to corroborate the outstanding medical 

techniques for the benefit of the patients.  

The study has made use of artificial intelligence to process the 

dataset in general especially testing training. 

3 RELATED WORKS 

 
Recent  works  have aimed  to  develop  computer- aided  
breast  cancer  detection  and  diagnosis techniques. The 
research conducted by Liu, et el. [1] made a classification of 
masses with level set segmentation  and  multiple  kernel  
learning.  Morphological  features  were  extracted  from  the 
boundary of segmented regions. Linear discriminant analysis, 
support vector machine  (SVM) and  multiple  kernel  learning  
were  investigated  for  the  final  classification.  Their  method 
achieved an  accuracy of 76%.  Another method developed by 
Yu Zhang,  et el.  [2]  presented a novel segmentation method 
for identifying mass regions in mammograms.  For each ROI, 
an enhancement  function  was  applied  proceeded  with  a  
filters  function  to  reduce  noise.  Next, energy  features  
based  on  the  co-occurrence  matrix  of  pixels  were  
computed.  These  energy features  were  used  to  extract  the  
contour  of  the  mass  using  an  edge-based  segmentation 
technique. Mariusz Bajger, et el. [3]  presented an automatic 
method for the detection of mammographic masses.  This  
method  utilized  statistical  region  merging  for  
segmentation (SRM) and linear discriminant analysis (LDA) 
for classification. Their results showed that the area  under  
the  Receiver  Operating  Characteristic  (ROC)  curve  value  
for  classifying  each region  was  0.96.  Another  technique  
proposed  by  Bong-ryul  Lee,  et  el.  [4]  performed  mass 
segmentation by applying region growing and morphological 
operations. The  sensitivity  was 78% at 4 FP/image. 
Boujelben,  et  el.  [5]  proposed  another  approach  to  extract  
convexity  and  angular  features based on boundary analysis. 
Their approach used Multilayer Perception (MLP) and k-
Nearest Neighbors (kNN) classifiers to distinguish between 
the pathological records and the healthy ones. The results 
showed 94.2% sensitivity and 97.9% specificity.  L.d.O. 
Martins, et el.  [6] developed a methodology for masses 
detection on digitized mammograms using the K-means 
algorithm for image segmentation. Co-occurrence matrixes 
were used to describe the textures of  segmented  structures.  
The  classification  was  performed  using  SVM  which  
separates features  into  two  groups,  using  shape  and  
texture  descriptors.  This  method  showed  85% accuracy. 
Rahmati,  et  el.  [7]  has employed  a  region-based  active  
contour  approach  to segment masses in  digital 
mammograms.  The  algorithm  used   Maximum  Likelihood 
approach  based  on  the  calculation  of  the  statistics  of  the  
inner  and  the  outer  regions.  The results  demonstrated  an  
average  segmentation  accuracy  of  81%  for  100  test  images.  
L.O. Martins et el.  [8]  presented a mass detection method 
using growing neural gas algorithm to perform segmentation. 

For each segmented region, shape measures were computed in 
order to discard  bad  mass  candidates.  Texture  measures  on  
the  other  hand  were  obtained  from Ripley’s K function and 
a SVM classifier were used for classification. Their method 
provided an accuracy rate of 89.30%.  GAO, et el.    [9]  
proposed  another mass detection scheme based on the SVM 
and the relevance feedback.  The sensitivity of the SVM 
classifier rose to 90.6% and the false positive was equal to 3.6 
marks per image. 
It is noted that there is a need for methodologies that provide 
real support to advanced automatic detection  of  lesions  in  
mammogram  images  with  little  or  no  specialist  
involvement.  Such objective is a great challenge for the 
segmentation methods because they depend on the 
characteristics of objects. 

4 MATERIALS AND METHODS 

 
4.1 Study Area  
Sudan is located in the north-eastern part of Africa (see Figure 
2),  and  occupies  the  central  region  between  Africa  and  
the Arab  World.  This  unigue location and characteristics  has 
enabled the country to be the link  between  northern  and 
southern African countries. 
 

 
Figure 2 - Map of Sudan 

 
4.2 The Data 
 
Data are collected from a group of breast images. These 
images were processed using computer image processing 
techniques to identify normal, benign, malignant or suspicious 
masses. Early detection and diagnosis will help doctors to deal 
effectively with the disease. 
The breast images were collected from several hospitals in 
Sudan, namely, Khartoum Breast Care Center, Radiation & 
Isotope Hospital and Asia Hospital. 

 The mammography equipment used by Radiation & Isotope 
Hospital and Asia Hospital is less sophisticated compared 
with the devices used at Khartoum Breast Care Center. The 
data collected are given the name SMDS (Samah 
Mammography Dataset). 
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5 THE PROPOSED MODEL 

 

The proposed model has employed computer technology for 

image processing, segmentation, classification, training, 

testing and results reading. The model will provide accurate 

diagnosis to help doctors in the detection of the masses using 

functions of IDL language. This language was used because it 

contains a large library of tools for image processing to arrive 

the results. 
The  research  methodology  consists  of  series  of procedures 
and steps necessary for  effective and the  desired  sequencing  
of  these  steps.   The Figure 3 illustrates the methodology used 
and the following section describes each step. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.1 Mammograms Analysis Steps 
 
These steps can be summarized in four essential and 
complementary procedures: preprocessing, segmentation, 
characterization and classification. 
 
5.2 Preprocessing  
 
Preprocessing aims to improve the quality of the 
mammographic image for the optimum use. In this stage, any 
defects related to size, color or clarity are manipulated. These 
techniques are common for the enhancement of mammograms 
according to their three different families [17]: 
1)  Conventional techniques: These techniques can be global 
(such as histogram stretching, histogram equalization and the 
convolution mask), or with a window (of fixed size or 
adaptive size), or the adaptive enhancement techniques such 
as Sobel operators. 
2)  Regions-based techniques: They employ region growing 
algorithm from each pixel of the image. 
3)  Features-based techniques: they take into account the 
characteristics of the image (morphological operations, 
wavelet transform and fractal approach).The performance 
evaluation of these contrast enhancement techniques remains 

an open problem since it largely depends on mammograms 
resolution. 
 
5.3 Segmentation 
 
Segmentation aims to identify the possible regions of interest 
(ROI). Segmentation allows the detection of abnormal masses 
that may exist in a mammographic image. 
There are detailed studies on the various techniques 
developed for mammograms segmentation. They show that 
the segmentation can be done either by using a unique view of 
the breast, or by considering multiple views [16]. 
1)  Single view masses detection: it uses a single mammogram 
to detect any abnormalities. We can find in this category: 
a)  Regions based approaches: They are regions-growing 
procedure such as Watershed and the Split & Merge 
technique. 
b)  Edge detection based approaches: these techniques are 
based on the detection of components edges. 
c) Clustering based approaches:  They detect the presence of 
clusters which may represent eventual tumor. 
d)  Models based approaches: They make a comparison 
between the three categories mentioned above (a, b, c) for 
healthy and pathological cases. 
2)  Multiple views masses detection: The study is carried out 
by comparing two mammographic images as follow: 
a)  Right breast and left breast: radiologists usually compare 
right and left mammograms to seack for abnormalities. 
b)  Two different views of the same breast: Radiologists may 
use two views (mostly mediolateral oblique -MLO and cranio-
caudal – CC) of the same breast. 
c)  Two mammograms of the same breast taken with an 
interval of time: in order to detect the evolution of a possible 
anomaly. The mammography could be redone after a certain 
period. 
 
5.4 Feature Detection 
 
This process compares individual features against some pre-
established template.  The process is important to consider a 
set of conditions and tolerances. It commonly takes place in 
four definable stages: (i) image acquisition; (ii) object location 
(which may include edge detection); (iii) the measurement of 
object parameters; (iv) object class estimation. These stages are 
briefly explained below [15]. 
 
5.4.1 Image Acquisition 
 
In this process, samples are digitally imaged and the images 
transferred to computer memory using a predefined file 
format and commercially available hardware. 
 
5.4.2   Edge Detection and Segmentation 
 
Edge detection and segmentation algorithms are applied to 
determine the region of interest in this application. 
 
 
5.4.3   Feature Detection 

 

 
Figure 3 shows the methodology 

 



International Journal of Science, Engineering and Technology Research (IJSETR) 

Volume 7, Issue 4, April 2018, ISSN: 2278 -7798 
 

212 
All Rights Reserved © 2018 IJSETR 

The features are numeric parameters that characterize the 
object inclusive of its texture. The feature vectors computed 
may consist of a number of Euclidean and/or Fractal geometric 
parameters together with statistical measures in both one and 
two-dimensions. The one-dimensional features may 
correspond to the border of an object whereas the two 
dimensional features relate to the surface within and/or 
around the object. 
 
5.4.4   Decision Making 
 
Decision making involves assigning conditional logic or fuzzy 
logic which is applied to estimate the feature vector from the 
object feature values. It tends to obtain a best match between 
the feature vector of an imaging and the ‘matching templates’ 
(stored in a database). 
 
5.5 Features Classification 
 
Features classification is compounded in a set of parameters - 
a feature vector - that describe the object in terms of an input 
to a fuzzy logic system. The statistical parameters of the image 
are used to generate the feature vector for this application as 
follows:  
 
5.5.1   The Mode 
 
The pixel value that occurs with the highest frequency may 
consist of several modes in a set of scores. 
 
5.5.2   The Median 
 
The pixel value above and below 50% of all other pixels lie .It 
is the middle value or the 50th percentile. To find the median of 
a set of scores, the researcher  arranges them in ascending (or 
descending) order and locate the mid value if there are an odd 
number of scores, or the average between the two middle 
components if there are an even number of scores [10]. 
 
5.5.3   The Mean 
 
The average pixel value taken to be equal to the average 
brightness or intensity and is computed using the following 
equation [11]: 

           N-1 
µ   =   ∑   nP(n) 
           n=0 
 

Where   g   is the pixel intensity value (n = 0 − 255 for 
a 256 bit image) and P (n) denotes the probability of a pixel 
with value n. 
 
 
 
 
 
 
 
 

5.5.4   The Standard Deviation 
 
The Standard Deviation is the most commonly used index of 
variability. It is also a measure related to the average distance 
of the scores from their mean value. This is also an indicator of 
contrast in the image. It is computed using the following   
result [12] 

 
                           N         N 
σ   =     1/NM   ∑       ∑    I ^2 - µ^2 
                          i=1      j=1     i,j 
 

The standard deviation is important in identifying the ‘details 
content’ in an image. 
 
5.5.5   Histogram Measures 
 
The histogram of an image is defined as a vector that contains 
the count of the number of pixels in the image at each gray 
level [12]. The histogram provides a description of the 
distribution of intensity values within the object. When 
normalized by the size of the image, the histogram yields the 
(discrete) Probability Density Function (PDF) of the gray 
levels. Thus, measures derived from the normalized histogram 
of an image of an object provide statistical descriptors 
characterizing the gray-level distribution of the object [13]. 
Consider this discrete (PDF) [13]: 

 
P(n)   =   h(n)/N  
 

Where   h(n)   is the number of pixels with a value n and N is 
the total number of pixels. The Euclidean geometric features 
considered in this application are discussed below. 
 
-Object Area: Suppose the function Iq(i,j) represents a 
segmented object (i.e. a cell) in an image which has been 
labeled by q through the process of segmentation. This 
function is computed using [13]: 

 
The area of the qᵗh the object (taken to be composed of N × M 
pixels) is then given by 

               N       M 
Aq =  ∑  ∑ Iq(i,j) 
               i=1     j=1 
 

This metric provides the sum of all unit pixels in segmented 
cells [14] 

Aq =  ∑    1(x) 
            xєcell 
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-Object Perimeter: It is the simplest measure of perimeter. It is 
obtained by counting the number of boundary pixels that 
belong to the object. This can be obtained by counting the 
number of pixels that take a value of 1 and that have at least 
one neighboring pixel with a value of 0 [13]. In this sense, 
object perimeter can be defined as [14]: 

P =   ∑    1(x) 
         xєedge 
 

 
-Infill Coefficient: The Infill Coefficient is given by the ratio 
of the object area to the area inside the polygon surrounding 
it. 
 
5.6 Evaluation 
 
Based on the statistical and geometrical features presented in 
the previous section, let's consider the following decision 
making process in order to differentiate between a normal, 
benign, malignant and suspicious class. 
The class probability vector p = (pj) is estimated from the 
object feature vector x = (xi) whose elements are composed of 
the Parameters discussed in the previous section. A set of 
membership functions mj(x) define a knowledge database 
where the probability for each jth class and ith feature is given 
by [12] 

                                   αj mj (xi) 
Pj(xi)   =   max        
                                    xi  -  xj,i      
 

where αj is the distribution density of values xj at the point xi 
of the membership function. The next step is to compute the 
mean class probability which is given by: 

 
(P) = ⅟J  ∑wjpj 
                    jth 
 

where wj is the weight coefficient matrix. This value is used to 
select the class associated with 

p(j) = min [ (pjwj  -  (P))   ≥  0 ] 

And provides a result for a decision associated with the jth class. 

6 RESULTS 

 
Firstly the classification aimed to extract these features from 
the image based on the normal, benign, malignant and 
suspicious image histogram.The primary image (Table 1) was 
converted into jpg format as an input image for IDL image 
processing program. A window of 3x3 was created in order to 
scan the image then the features were extracted for three 
different images of the dataset (SMDS). The dataset contains  
four classes for detection and classification. The breast  tissues 
and the features (mean, variance, coarseness, skewness, 
kurtosis,  energy  and entropy) were include.  
 
 
 
 

The results are as follows: 

Name of 
Class 
Image 

Orignial 
 Image 

Image on 
Click 

Classification 
Image 

 
 

Bening 

   

 
 

Malignant 

  
 

 
 

Normal 

  

 

 
 

Suspicious 

   

Table1  - explanation of original image, classification and 
Class Belongs of Image Name . 

 
Figure 4 - Classification Map that created using linear 
discriminant analysis function. 
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Table 2 Showed the window size related to its calcification 
accuracy and the test sensitivity and specificity. 
 

 
Table 3 shows reults of classification accuracy result using 
linear discriminant function, in which 82.5% of original 
grouped cases correctly classified. 
 

 
Figure 5  Simple error bar graph shows the classification 
based on covariance BY CLASSES. 
 

 
Figure 6  Simple error bar graph shows the classification 
based on mean BY CLASSES. 
 

 
Figure 6  Simple error bar graph shows the classification 
based on variance BY CLASSES. 
 

 
Figure 7  Simple error bar graph shows the classification 
based on sd BY CLASSES. 
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Figure 8  Simple error bar graph shows the classification 
based on contrast BY CLASSES. 
 

 
Table 4 Fisher's linear discriminant functions that created 
using selected feature presented here: 
 
 
 
7 Conclusion 
 
The application tended to collect 1170 mammogram images 
from some Sudanese specialized hospitals - Khartoum Breast 
Care Center, Asia Hospital Radiation & Isotopes Center. 
Images are categorized according to BIRADS to four types 
benign, malignant, normal, and suspicious. The images were 
processed and the features were extracted from them and 
determined the location of the cluster and classified into the 
category using program (IDL, interactive data language). 
The application has achieved a success of 82.5% of the total 
number of images used (1170), 64% of the images used for 
training, 36% of the images were used for testing and the 
results were as in the previous paragraph, and the 
combination of the texture features throughout the different 
SMDS image phases provides the highest predictive overall 
accuracy of 95% using linear discriminate analysis. To sum up, 
detection and classification of dataset (SMDS) images for 
simplicity can be diagnosed and classified by using the 
following simple equation after extracting the associated 

features using a window of 3×3 pixel from the region of 
interest; the biggest classification score assume the tissue type. 
This is what the researcher found in this study to help the 
doctor in the early detection of cancer. 
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